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Participation of citizens to governance processes requires access to information: in order to make informed choices, citizens must be able to acquire the necessary knowledge and information about governance. In general, all EU countries provide government and public administration information online on the Web, accessible to all citizens. Parliaments, public administrations, governments have millions of documents available via intranets/internet. The quantity, quality and range of information provided electronically varies greatly. However, the sheer availability of documents and information is not synonym of accessibility per se, since the latter implies making information available to citizens in such a way that citizens can comprehend and easily retrieve it.
In most cases information is stored in unstructured textual format, and the knowledge contained in texts is only partially made explicit. This means that knowledge embedded in unstructured documents is difficult to capture, share and reuse. This has several implications, the most important of them being that the knowledge contained in these documents can neither be used by automatic systems, nor be easily managed (i.e. accessed and retrieved) by humans. Textual documents cannot be queried in simple ways: not to mention the issue of accessing documents in a language different than the one spoken by a user, a much more frequent case is that the language used in official documents greatly differs from the everyday language: the very same concept can be expressed with different terms, not all of them belonging to the lexical knowledge of citizens.

There are least three cases where the availability of tools and methodologies for making explicit the information implicitly contained in documents can be crucial for boosting their comprehensibility/ accessibility to citizens. All of them imply some sort of semantic interpretation of texts.

a) as a part of our knowledge about the world, we are aware of the semantic relations holding between concepts. Thus, we all know that an agricultural entrepreneur is an entrepreneur, or that a law text is made of paragraphs. This implies that documents concerning a super-ordinate concept could be relevant also for the subordinate concept, and methods for automating this type of inference are highly desirable.

b) Similarly, it is our general knowledge of the world that allows us to derive a representation of the events linguistically described and of the relations holding among the entities and concepts involved. For instance, starting from the sentence “the employer shall be responsible for personal data processing”, we understand that the entire sentence expresses an obligation, that the addressee of the obligation is “the employer”, and that “personal data processing” is the action the addressee is obliged to. Automatic or semi-automatic tools for extracting similar kinds of representation from texts would allow very tuned document queries.

c) Concepts are linguistically expressed through terms, and different terms can refer to the same concept. Following the example above, an entrepreneur can also be referred to by using the word “contractor”. In many cases term variation can be accommodated as part of our world knowledge, but for restricted or specialized domains it is often the case that it underlies a specialized knowledge. In Italian, for instance, the word “affitto” (rent) is usually employed to refer to what in legal terms is properly defined “locazione”, the word “affitto” referring to a different legal concept. Research of law information is still carried out through common language, and especially for non-expert users, the distance between common language and law terminology often originates inaccurate, redundant, or incomplete results. In these and similar cases the documents containing the specialized term would remain opaque to the citizen performing a search using his/her everyday equivalent term, hence the need for methods for bridging the gap between common language and specialistic jargons. 

For an effective participation of citizens in policy definition and decision-making processes, it is thus vital to produce automatic or semi-automatic methods for enabling a semantic access to content encoded in digital documents.

Since the primary access to content happens through language, it is only natural that accessibility to information is also approached (besides other ways) by means of linguistic technologies.
NLP technologies can be of great help to address the issue of facilitating semantic access to content. To a certain extent, it can be said that it is the inherent goal of NLP tools and techniques to make explicit the linguistic knowledge that is implicitly contained in texts and discourses.

They can be used to add content to digital documents in order to access knowledge embedded into unstructured material, allowing knowledge to be managed in an automatic way. Transforming textual data into knowledge requires:

- the definition of ontologies as shareable structures for knowledge organization and event representation;

-  the possibility of semi-automatically populating and updating these ontologies with data coming from textual documents;

- automatic techniques for semantically marking-up documents with conceptual metadata.
Over the last years, research and development activities have been carried out in these interconnected areas, especially for what concerns ontology modelling for semantic nets (both generic and domain-specific), the linking between ontologies and general lexicons, automatic or semi-automatic ontology learning and population, and semantic interpretation of linguistic content. This has been achieved by capitalizing on a set of core technologies available in such diverse areas as ontology construction and management, natural language processing, machine learning, and semantic annotation.
The aim of our presentation is threefold:

a) to trace a detailed map of the research and development activities concerning automatic or semi-automatic ontology learning and population and semi-automatic induction of domain-specific semantic knowledge that is being carried out at our institute and more in general in our country;

b) and to roadmap possible future applications;

c) to give concrete examples of current applications of NLP technologies to eParticipation and to explore possibilities of cross-fertilization between these two diverse areas, by investigating the advantages brought to eParticipation by knowledge management and semantic technologies.

