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Abstract. The concept of Trustworthy Artificial Intelligence (TAI) focuses on 

the establishment of trust in AI systems’ development, deployment, and use. In 

this realm, the European Commission (EC) developed the Assessment List for 

Trustworthy Artificial Intelligence (ALTAI) in order to enable the assessment of 

trustworthiness in the AI systems under development. Since this is an emerging 

topic, there is little evidence on how to apply ALTAI. In this paper, we present 

the application of ALTAI on a Digital Intelligent Assistant (DIA) for manufac-

turing. In this way, we aim at contributing to the enrichment of ALTAI applica-

tions and to the drawing of remarks regarding its applicability to diverse domains. 

We also discuss our responses to the ALTAI questionnaire, and present the score 

and the recommendations derived from the ALTAI web application.  

Keywords: Trustworthy AI, voice assistant, AI ethics, Assessment List for 

Trustworthy Artificial Intelligence, ALTAI, Industry 5.0. 

1 Introduction 

To maximize the benefits of Artificial Intelligence (AI), while at the same time miti-

gating its risks and dangers, the concept of Trustworthy AI (TAI) promotes the idea 

that individuals, organizations, and societies will be able to achieve the full potential of 

AI if trust is established in its development, deployment, and use [1]. The TAI concept 

has been studied in several works [2-6]. The increasing literature implies that ethics 

have been put at the core of the development of AI technologies [7], especially of those 

that incorporate predictive capabilities [4,8]. In European Commission (EC)’s strategy, 

published in 2018, AI must be lawful, ethical, and robust [1,9], and is defined as “sys-

tems that display intelligent behaviour by analyzing their environment and taking ac-

tions – with some degree of autonomy – to achieve specific goals”. In this context, EC 

developed the Assessment List for Trustworthy Artificial Intelligence (ALTAI), “a 
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practical tool that helps business and organizations to self-assess the trustworthiness of 

their AI systems under development” [10]. Since this is an emerging topic, up to now 

there is little evidence on how to apply ALTAI [11].  

In this paper, we present the application of ALTAI to a Digital Intelligent Assistant 

(DIA) for manufacturing. DIAs represent a new type of interaction between operators 

and machines in the context of Industry 5.0 aiming at establishing mutually beneficial 

relationships between smart technologies, and the Operator 5.0 [12]. The DIA was de-

veloped in the COALA (“COgnitive Assisted agile manufacturing for a LAbor force 

supported by trustworthy Artificial Intelligence”) EU research project which provides 

a proactive and pragmatic approach to support operative situations characterized by 

high cognitive load, time pressure, and zero tolerance for quality issues. For more de-

tails on the COALA concepts and technologies, the reader may refer to [13-15].  

The rest of the paper is organized as follows: Section 2 briefly reviews the main 

frameworks for TAI. Section 3 reviews the related works on applications of ALTAI. 

Section 4 discusses our responses to the ALTAI questionnaire, and presents the score 

and the recommendations derived from the ALTAI web application. Section 5 presents 

the main concluding remarks on the applicability of ALTAI, while Section 6 concludes 

the paper. 

2 Review of Frameworks for Trustworthy AI 

During the last years, several frameworks have arisen referred to as Beneficial AI [16], 

Responsible AI [17,18], Ethical AI [2,19], and Trustworthy AI [1,20]. An overview of 

some of the most representative works is presented in Table 1. Despite their value for 

TAI realization, they exhibit two main limitations [6]: (i) Several TAI principles may 

conflict with each other, depending on the application cases; (ii) They are general and 

they do not provide sufficient guidance on how they are transferred into practice. 

Table 1. Description of the main TAI frameworks. 

Framework Description 

Asilomar AI Principles [16] 
23 principles of beneficial AI, organized into three categories: 

research issues, ethics and values, and long-term issues. 

Montreal Declaration of Re-

sponsible AI [17] 

10 ethical principles that promote the fundamental interests of 

people and groups, and 8 recommendations for responsible AI. 

UK AI Code [19] 
5 principles for an ethical AI code, intended to position the UK 

as a future leader in AI. 

AI4People [2] 
Synthesis of 6 frameworks, which resulted in 5 foundational 

principles for ethical AI, and a set of 20 action points. 

OECD Principles [20] 5 principles for the responsible stewardship of trustworthy AI. 

Governance Principles for 

the New Generation AI [18] 

A framework and action guidelines for the governance of AI, 

based on 8 principles for the development of responsible AI. 

EU Ethics Guidelines for 

TAI [1] 

4 principles and 7 key requirements for achieving TAI. An as-

sessment list for the operationalization of the requirements. 
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3 Related Works on Applications of the ALTAI Tool 

Although the Ethics Guidelines for TAI [1] have received some criticism [21,22], they 

emerge to be influential in EU, since they try to achieve an inclusive consensus of how 

societies can deal with the opportunities and challenges of AI. They serve as the basis 

for the regulation of AI, the EU AI Act [23], and the principles for TAI in EU [24]. 

Whilst the ALTAI list is not the only example of an AI impact assessment [25-27], its 

visibility benefits from the central role it plays in EU AI policy [28]. 

Table 2. Remarks from ALTAI applications. 

Ref Main Remarks 

[11] 

ALTAI variants should be developed for the various software lifecycle phases. 

Domain-specific adaptations of ALTAI should evolve.  

ALTAI should be reorganized to support readability. 

[29] 

ALTAI should entail definitions of widely used terms.  

ALTAI should have specific versions for different domains. 

Overlaps and redundancies were found within/throughout the 7 requirements. 

ALTAI should consider what questions are relevant to which development stage. 

[30] 

The weighing of each question to the final scores is not clear to the user. 

The ALTAI Polar diagram presents the results in an unappealing way for early-stage 

organizations who might score poorly to present their results publicly. 

ALTAI does not consider the appropriate level of governance. 

There is no consideration to the relative risk of AI systems in the assessment process. 

The consequence of the prerequisite Fundamental Rights Impact Assessment (FRIA) 

failing would negatively affect the ALTAI score. 

Some consideration should be given to the merits and demerits of the nature of the tool. 

Organizations need to understand how they compare to their peers as well. 

[31] 

ALTAI do not publish how each answer contributes to the final scores. 

Τhe ALTAI recommendations seem extensive, repeated, and difficult to understand.  

The ALTAI score is difficult to be interpreted in terms of guidelines for improvement.  

[32] 

ALTAI lacks a clear strategy toward various entities that can be affected by unintended 

harmful consequences of the AI systems. 

Relevant ethical issues can be mapped out on how data moves across the AI systems. 

The ALTAI risk-based approach can be reinforced to categorise the ethical risks and 

countermeasures in relation to the specific stakeholders. 

[28] 

ALTAI considers AI as an ethical issue instead of a technology, or family of techniques. 

ALTAI creates questions of applicability that are independent of the actual ethical and 

social consequences of the specific AI system under examination. 

The focus on trustworthiness does not fully represent all the ethical and social concerns. 

Limitations exist when applying an ex-ante instrument (i.e. ALTAI) at the research stage. 

 

Applications of ALTAI include: Advanced Driver-Assistance System [11], Early 

Warning System in Education [4], AI-supported Air Traffic Controller Operations [29], 
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AI-based technologies for ageing and healthcare [30], neuroinformatics [28]. Table 2 

presents the main derived remarks from such applications.   

4 Application of ALTAI in Digital Intelligent Assistants for 

Manufacturing 

4.1 Analysis and Discussion 

The Ethics Guidelines for TAI [1], published by the High-Level Expert Group on Arti-

ficial Intelligence (AI HLEG), contains an Assessment List to help assess whether the 

AI system adheres to the seven requirements of TAI: (1) Human agency and oversight; 

(2) Technical robustness and safety; (3) Privacy and data governance; (4) Transpar-

ency; (5) Diversity, non-discrimination and fairness; (6) Societal and environmental 

well-being; (7) Accountability. ALTAI is a method to drive the self-assessment and 

requires interdisciplinary expertise as well as a continuous evaluation procedure. In this 

section, we present and discuss our responses to the ALTAI questionnaire for each re-

quirement in order to reflect the discussion and the concluding remarks of the workshop 

among the technical partners. We pursued an intermediate and a final workshop in 

which we used the ALTAI prototype web-based tool. The participants were represent-

atives of the technical partners of the COALA consortium who had been developing 

the technological solution. 

Human Agency and Oversight. AI systems should support human autonomy and de-

cision-making, as prescribed by the principle of respect for human autonomy. In this 

section, ALTAI asks to assess the AI system in terms of respect for human agency, as 

well as human oversight. 

Human Autonomy. Human autonomy deals with the effect AI systems that are aimed at 

guiding, influencing or supporting humans in decision making processes. It also deals 

with the effect on human perception and expectation when confronted with AI systems 

that 'act' like humans and with the effect of AI systems on human affection, trust and 

(in)dependence. The COALA solution has been designed to interact, guide and support 

decisions by human end-users that affect humans. Through the DIA, it interacts with 

the operators, provides insights, supports the decisions as well as the training process 

of novice operators. The users know from the beginning that they interact with an AI 

system; thus, COALA could not generate confusion for the end-users on whether a 

decision, content, advice or outcome is the result of an AI algorithm. Moreover, 

COALA can potentially affect human autonomy by interfering with the end-user’s de-

cision-making process in an unintended way, since the outcomes of its functionalities 

are communicated to the user through the voice-enabled interface in a non-intrusive 

way. Although the risk is low, we have set up monitoring mechanisms in order to ensure 

that it will not cause over-reliance, since training is foreseen beforehand (e.g. the di-

dactic concept and on-the-job training). In this sense, it is unlikely to manipulate human 
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behavior. We have also taken measures to mitigate the risk of manipulation by also 

protecting the technology stack of the solution.  

Human Oversight. This subsection helps to self-assess necessary oversight measures 

through governance mechanisms such as human-in-the-loop (HITL), human-on-the-

loop (HOTL), or human-in-command (HIC) approaches. COALA is overseen by a mix 

of HITL and HIC approach. More specifically, the producer (manager or supervisor or 

administrator) controls how the employee should or can use the assistant. The user has 

control under these conditions. The manager has a complete control over the system. 

The employee (end user) has not a complete control but some degrees of freedom, de-

pending also on their experience level. The humans that are involved in the use of the 

DIA have been given specific training on how to exercise oversight through the concept 

of AI-focused didactic concept [33]. We have also established detection and response 

mechanisms for undesirable adverse effects. 

Technical Robustness and Safety. A crucial requirement for achieving TAI systems 

is their dependability and resilience. Technical robustness requires that AI systems are 

developed with a preventive approach against risks and that they behave reliably and 

as intended while minimising unintentional and unexpected harm. The questions in this 

section of ALTAI address four main issues: 1) security; 2) safety; 3) accuracy; and 4) 

reliability, fall-back plans and reproducibility. The COALA solution has not been cer-

tified for cybersecurity but it is compliant with various security standards that are in-

herent to the technology stack. This is achieved by the use of state-of-the-art technolo-

gies which are based on well-established technology standards. We use Keycloak in 

order to add authentication and secure services of the COALA components. Keycloak 

is based on standard protocols and provides support for OpenID Connect, OAuth 2.0, 

and SAML. In addition, COALA includes an anonymization component to fulfil pri-

vacy requirements. Therefore, it is not exposed to cyber-attacks, as it has also been 

verified by the IT departments of the use case partners. However, we have put measures 

in place to ensure its integrity, robustness and overall security. Finally, the users are 

informed about the duration of security coverage and updates. 

General Safety. The COALA solution may potentially have adversarial, critical or dam-

aging effects in case of risks or threats such as design or technical faults, defects, out-

ages, attacks, misuse, inappropriate or malicious use. However, the probability of such 

cases is low because COALA does not automatically implement actions. The decision 

is finally taken by the operator. In each COALA business case, risks and risk levels 

have been defined from the very beginning of the project. These risks are continuously 

assessed throughout the evolution of the project and the progress of the development 

and deployment activities, and a specific process has been put in place in order to fa-

cilitate the consistent continuous risk assessment. Moreover, we have identified the 

possible threats to the AI system (design faults, technical faults, environmental threats) 

and the possible resulting consequences. We have also assessed risks related to possible 

malicious use, misuse or inappropriate use as well as on the safety criticality levels of 
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their possible consequences. We have also assessed the dependency of critical system’s 

decisions on its stable and reliable behavior. 

Accuracy. COALA, as most of the AI systems, can potentially have critical, adversarial 

or damaging consequences. One cause of this can be a low level of accuracy which can 

lead to wrong guidance, misleading predictions, as well as inappropriate recommenda-

tions and advice. We have put in place measures to ensure that the data (including train-

ing data) used by the Data Analytics component is up to date, of high quality, complete 

and representative of the environment. This is also ensured by the data sources of the 

COALA use cases, as well as by the Data Management component which acquires and 

structures the data. We have also put in place a procedure to monitor and document 

COALA’s accuracy by implementing mechanisms for evaluating the embedded algo-

rithms and for providing interpretability insights. Further, these mechanisms consider 

whether the system's operation can invalidate the data or assumptions it was trained on, 

and how this might lead to adversarial effects. The results of the aforementioned accu-

racy evaluation mechanisms can be communicated to the end-users upon request either 

through the voice interface or through the Graphical User Interface (GUI). 

Reliability, fall-back plans and reproducibility. COALA could potentially cause criti-

cal, adversarial or damaging consequences in case of low reliability and/or reproduci-

bility. However, the probability of such cases is low. In any case, we have put in place 

procedures to monitor if the system meets the goals of the intended applications and 

whether specific contexts or conditions need to be taken into account to ensure repro-

ducibility. We have also put in place verification and validation methods and documen-

tation to evaluate and ensure different aspects of the system’s reliability and reproduc-

ibility. Processes for the testing and verification of the reliability and reproducibility 

have been documented and operationalized. There have also been defined tested failsafe 

fallback plans to address COALA errors; they have been covered during the integration 

and have been validated in the context of the evaluation procedure. In addition, the Data 

Analytics component has embedded internal mechanisms for handling the cases where 

the system yields results with a low confidence score, while the voice interface has been 

subject to a UX study for chatbot breakdown assessment. All these activities were per-

formed in close collaboration with the COALA use cases. COALA incorporates online 

continual learning in the sense of accommodating new knowledge while retaining pre-

viously learned experiences. In general, this is crucial for agents operating in changing 

environments and required to acquire, fine-tune, adapt, and transfer increasingly com-

plex representations of knowledge. COALA tackles with this challenge in the following 

ways: (i) The didactic concept and the change management process teach and guide 

workers competencies when they collaborate with AI. It demonstrates how AI-specific 

worker education can help building trust in AI systems [33]; (ii) the Knowledge Man-

agement component captures best practices on the factory shop floor and facilitates 

knowledge acquisition, representation and inference [34]; (iii) the Data Analytics com-

ponent incorporates ML algorithms that are capable of being updated, taking into ac-

count new data that are recorded [35]. 
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Privacy and Data Governance. Closely linked to the principle of prevention of harm 

is privacy, a fundamental right particularly affected by AI systems. Prevention of harm 

to privacy also necessitates adequate data governance that covers the quality and integ-

rity of the data used, its relevance in light of the domain in which the AI systems will 

be deployed, its access protocols and the capability to process data in a manner that 

protects privacy. In COALA, we have considered the impact of the AI system on the 

right to privacy, the right to physical, mental and/or moral integrity and the right to data 

protection. Depending on the use case, we have established mechanisms that allow re-

lated flagging issues. There is the data anonymization service to protect the privacy of 

the workers and achieve General Data Protection Regulation (GDPR) compliance. In 

addition, in order to thoroughly implement the GDPR, we have defined a Data Protec-

tion Officer (DPO) role in the consortium from the very beginning of the project so that 

he is involved in all the phases of the COALA lifecycle. We have also adopted measures 

to enhance privacy by design and default (e.g. encryption, anonymisation), which are 

continuously assessed throughout the development phases. It should be noted that 

COALA does not use or process personal data (including special categories of personal 

data) when being trained and developed. Where applicable, we have adopted a policy 

for data minimization. We have also taken into account the right to withdraw consent, 

the right to object and the right to be forgotten in the COALA solution. We have con-

sidered the privacy and data protection implications of data collected, generated or pro-

cessed as well as the privacy and data protection implications of non-personal training-

data or other processed non-personal data. 

Transparency. A crucial factor for achieving TAI is transparency which encompasses 

three elements: 1) traceability, 2) explainability and 3) open communication about the 

limitations of the AI system. Technical robustness requires that AI systems be devel-

oped with a preventive approach to risks and in a way that they reliably behave as in-

tended while minimising unintentional and unexpected harm, and preventing unac-

ceptable harm. This should also apply to potential changes in their operating environ-

ment or the presence of other agents (human and artificial) that may interact with the 

system in an adversarial manner. In addition, the physical and mental integrity of hu-

mans should be ensured. 

Traceability. This subsection helps to self-assess whether the processes of the develop-

ment of the AI system, i.e. the data and processes that yield the AI system’s decisions, 

is properly documented to allow traceability, increase transparency and, build trust in 

AI in society. In COALA, we have put in place measures to continuously assess the 

quality of the input data to the AI system. 

Explainability. This subsection helps to self-assess the explainability of the AI system. 

The questions refer to the ability to explain both the technical processes of the AI sys-

tem and the reasoning behind the decisions or predictions that the AI system makes. 

Explainability is crucial for building and maintaining users’ trust. AI-driven decisions 

should be explained and understood to those directly and indirectly affected, in order 

to allow contesting of such decisions. An explanation as to why a model has generated 
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a particular output or decision is not always possible. These cases are referred as “black 

boxes” and require particular attention. In those circumstances, other explainability 

measures may be required, provided that the AI system as a whole respects fundamental 

rights. The degree to which explainability is needed depends on the context and the 

severity of the consequences of erroneous or otherwise inaccurate output to human 

lives. COALA explains the decisions and all its outcomes to the users through an ex-

plainability engine. Moreover, it incorporates a Large Language Model (LLM) which 

segments from a pdf a recommendation allowing the user going back where the answer 

comes from. COALA continuously surveys the users to ask them whether they under-

stand the decisions of the AI system taking, at the same time, into account that the 

operator should not be disturbed by unnecessary detailed explanations. 

Communication. This subsection helps to self-assess whether the AI system’s capabil-

ities and limitations have been communicated to the users in a manner appropriate to 

the use case at hand. This could encompass communication of the AI system's level of 

accuracy as well as its limitations. Since COALA is based on chatbot and voice-enabled 

technologies, in order to facilitate the interaction between humans and AI, the users are 

explicitly informed that they interact with an AI system and not with a human. We have 

established mechanisms to inform users about the purpose, criteria and limitations of 

the decisions generated by COALA. To do this, we use a "capabilities" intent explain-

ing what the assistant can do. We use a "FAQ" intent pointing users at a learning nugget 

with basics about digital assistants. We use an "out of scope" intent to indicate when 

the assistant cannot answer/help the user (because training data contains example utter-

ances that are out of scope). Regarding the LLM in particular, if a question is out of 

context (i.e. if semantic similarity is below a threshold), it does not provide answers. 

We communicated the technical limitations and potential risks of the AI system to end-

users, since the results about the level of accuracy and/or error rates are available to be 

exposed to the user upon request. Moreover, we provided appropriate training material 

and disclaimers to users on how to adequately use the COALA system as part of a 

didactic concept. The evaluation of the COALA solution incorporated user tests for the 

aforementioned findings.  

Diversity, Non-discrimination and Fairness. In order to achieve TAI, inclusion and 

diversity should be enabled throughout the entire AI system’s life cycle. AI systems 

(both for training and operation) may suffer from the inclusion of inadvertent historic 

bias, incompleteness, and bad governance models. Identifiable and discriminatory bias 

should be removed in the collection phase where possible. AI systems should be user-

centric and designed in a way that allows all people to use AI products or services, 

regardless of their age, gender, abilities or characteristics. Accessibility to this technol-

ogy for persons with disabilities, which are present in all societal groups, is of particular 

importance. 

Avoidance of unfair bias. In COALA, we have established a set of procedures to avoid 

creating or reinforcing unfair bias, both regarding the use of input data as well as for 

the algorithm design [37]. We have considered diversity and representativeness of end-



 Assessing Trustworthy Artificial Intelligence of Voice-enabled Intelligent Assistants  9 

users and subjects in the data. We research and use mostly open-source state-of-the-art 

technical tools in order to improve understanding of the data, model and performance. 

We assessed and put in place processes to test and monitor for potential biases during 

the entire lifecycle of COALA (e.g. biases due to possible limitations stemming from 

the composition of the used data sets - lack of diversity, non-representativeness). We 

have put in place educational and awareness initiatives to help system designers and 

developers be more aware of the possible bias they can inject in designing and devel-

oping the AI system. In this context, we have created an Ethics Board and we performed 

an ethics survey. Depending on the use case, we ensure a mechanism that allows for 

the flagging of issues related to bias, discrimination or poor performance. Moreover, 

we have established ways of communicating on how and to whom such issues can be 

raised yet, while we have also identified the subjects that could potentially be (in)di-

rectly affected by the AI system, in addition to the end-users. In COALA, we use the 

widely used generic definition of “fairness” without having elaborated on its instantia-

tion to the requirements of the project. However, the COALA ethics survey provides 

the means to do this. 

Accessibility and universal design. Particularly in business-to-consumer domains, AI 

systems should be user-centric and designed in a way that allows all people to use AI 

products or services, regardless of their age, gender, abilities or characteristics. Acces-

sibility to this technology for people with disabilities, which are present in all societal 

groups, is of particular importance. In this context, we have ensured that Universal De-

sign principles are taken into account during every step of the planning and develop-

ment process, while we have also taken into account the impact on the potential end-

users. We have also assessed whether the team of developers are engaged with the pos-

sible target end-users. The COALA project, as a European collaborative project, dic-

tates the close collaboration between the technical partners and the use cases by its 

nature. Therefore, following an agile software development methodology, the use case 

partners were continuously interacting with the technical partners. The rest of the 

ALTAI questions are not applicable to the COALA solution; however, there is not such 

an option in the alternative responses. Consequently, our responses were given in a way 

to maintain their neutrality and to avoid affecting the resulting ALTAI recommenda-

tions to the degree this is feasible.  

Stakeholder participation. In order to develop TAI, it is advisable to consult stakehold-

ers who may directly or indirectly be affected by the AI system throughout its life cycle. 

COALA, as a European collaborative research project, by nature includes the close 

collaboration between the use case partners and the technical partners in its design and 

development. In addition, the project included tasks dedicated to ethics and human-

centric AI, while its governance included an Ethics Board. However, the stakeholders 

were mainly high-skilled industrials and developers, something which is not a repre-

sentative case in AI software development. 

Societal and Environmental Wellbeing. In line with the principles of fairness and 

prevention of harm, the broader society, other sentient beings and the environment 
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should be considered as stakeholders throughout the AI system's life cycle. Ubiquitous 

exposure to social AI systems in all areas of our lives  may alter our conception of social 

agency, or negatively impact our social relationships and attachment. While AI systems 

can be used to enhance social skills, they can equally contribute to their deterioration. 

This could equally affect peoples' physical and mental well-being. The effects of AI 

systems must therefore be carefully monitored and considered. AI systems should serve 

to maintain and foster democratic processes and respect the plurality of values and life 

choices of individuals.  

Environmental Wellbeing. This subsection helps to self-assess the positive and negative 

impacts of the AI system on the environment. Measures to secure the environmental 

friendliness of an AI system’s entire supply chain should be encouraged. COALA has 

not any potential negative impacts system on the environment taking into account the 

Context of the ALTAI questions. In this sense, the respective questions of the ALTAI 

questionnaire in this section were not applicable. We answered positively in order not 

to affect the resulting recommendations. 

Impact on work and skills. This subsection helps self-assess the impact of the AI system 

and its use in a working environment on workers, the relationship between workers and 

employers, and on skills. The COALA solution has a major impact on human work and 

work arrangements, since it is aimed at supporting the operations on the shop floor in 

manufacturing environments. Furthermore, COALA adopts the didactic concept as well 

as learning nuggets in order to support a training approach for introducing changes 

through the advice of dialogs by the voice interface [33]. This approach results in meas-

urable changes in workers behavior. Moreover, COALA implements an assistant func-

tion to support novice workers in their learning and working activities while reconfig-

uring and operating production lines [15,34]. In order to prepare the implementation, 

deployment, and evaluation of the COALA concepts and technologies, we have in-

formed and consulted the impacted workers and their representatives in advance in or-

der to ensure that the work impacts are well understood. This is also part of the change 

management procedure that we have adopted [37]. We use a didactic concept to teach 

workers about challenges, capabilities, and risks of DIAs. We use a change manage-

ment process focused on AI to prepare managers and workers for human-AI collabora-

tion. To that extent, we have taken measures to counteract de-skilling risks. Workers 

keep focusing on knowledge-intensive tasks while the assistant takes over repetitive 

tasks (that are subject of de-skilling).  

Accountability. The principle of accountability requires that mechanisms are put in 

place to ensure responsibility for the development, deployment and/or use of AI sys-

tems. This topic is closely related to risk management, identifying and mitigating risks 

in a transparent way that can be explained to and audited by third parties.  

Auditability. This subsection helps to self-assess the existing or necessary level that 

would be required for an evaluation of the AI system by internal and external auditors. 

In applications affecting fundamental rights, including safety-critical applications, AI 
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systems should be able to be independently audited. We have established mechanisms 

that facilitate the AI system’s auditability. 

Risk Management. Both the ability to report on actions or decisions that contribute to 

the AI system's outcome, and to respond to the consequences of such an outcome, must 

be ensured. Identifying, assessing, documenting and minimising the potential negative 

impacts of AI systems is especially crucial for those (in)directly affected. We have es-

tablished an “AI ethics review board” to discuss the overall accountability and ethics 

practices, including potential unclear grey areas. We have also established processes 

for third parties (e.g. suppliers, end-users, subjects, distributors/vendors or workers) or 

workers to report potential vulnerabilities, risks or biases in the AI system. In addition, 

we have not put in place redress by design mechanisms in cases COALA significantly 

adversely affect individuals. 

4.2 Results and Recommendations 

The outcomes of the ALTAI tool are: (i) A visualisation of the self-assessed level of 

adherence of the AI system with the 7 requirements for TAI; and, (ii) Recommendations 

based on the answers to the questionnaire. Fig. 1 depicts the results of the Assessment 

List in the form of a Polar diagram for the 7 requirements of ALTAI. Table 3 presents 

the resulting recommendations per ALTAI requirement. It should be noted that some 

questions are not applicable to the COALA solution or the alternative responses that 

are provided do not represent accurately the opinion of the COALA consortium. These 

issues inevitably affect the scores for the 7 ALTAI requirements. This fact dictates the 

addition of one more step in this self-assessment procedure, a validation of the resulting 

recommendations with regards to the scope of the AI system under examination. 

 

 

Fig. 1. The resulting score of ALTAI for the 7 requirements. 
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Table 3. ALTAI recommendations per requirement. 

Resulting ALTAI Recommendations for each out of the 7 Requirements 

1 Human agency and oversight 

No recommendation for this requirement. 

2 Technical robustness and safety 

No recommendation for this requirement. 

3 Privacy and Data Governance 

i. Whenever possible and relevant, align the AI-system with relevant standards (e.g. 

ISO, IEEE) or widely adopted protocols for data management and governance. 

4 Transparency 

No recommendation for this requirement. 

5 Diversity, non-discrimination and fairness 

i. Your definition of fairness should be commonly used and should be implemented in 

any phase of the process of setting up the AI system. 

ii. Consider other definitions of fairness before choosing one. 

iii. Consult with the impacted communities about the correct definition of fairness. 

iv. Ensure a quantitative analysis to measure and test the applied definition of fairness. 

v. Establish mechanisms to ensure fairness in your AI system. 

vi. You should assess whether the AI system's user interface is usable by those with 

special needs or disabilities or those at risk of exclusion. 

vii. You should assess the risk of the possible unfairness onto the end-user's communities. 

6 Societal and environmental well-being 

No recommendation for this requirement. 

7 Accountability 

i. 3rd party auditing can contribute to generate trust in the technology and the product 

itself. Additionally, it is a strong indication of adhering to industrial standards. 

ii. If AI systems are increasingly used for decision support or for taking decisions them-

selves, it has to be made sure these systems are fair in their impact on people’s lives, 

that they are in line with values that should not be compromised and able to act ac-

cordingly, and that suitable accountability processes can ensure this.  

iii. A risk management process should include new findings since initial assumptions 

about the likelihood of occurrence for a specific risk might be faulty. 

iv. Acknowledging that redress is needed when incorrect predictions can cause adverse 

impacts to individuals is key to ensure trust.  

5 Conclusions and Remarks on the ALTAI Tool 

In this paper, we presented ALTAI’s application on a DIA for the Operator 5.0, but we 

also conclude to some remarks: 

1. ALTAI has been designed for end products; it does not address the various phases 

of software development lifecycle. This could ensure the compliance of the AI sys-

tem with ethics guidelines during its development, but also enable early 
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improvements in the context of agile software development. Therefore, there is the 

need to create ALTAI variants for the various development phases or to connect 

some questions to different phases to treat them differently (e.g. reducing their scor-

ing weight).  In addition, the assessment could outline potential risks if the system 

developers do not address a shortcoming.  

2. ALTAI incorporates generic questions aiming at addressing every AI system. How-

ever, for example, in the case of COALA, the AI system refers to a manufacturing 

environment, i.e. a professional environment with expert and qualified users. In 

contrast, an AI system referring to a different application domain or even more a 

generic audience of end-users, may have different requirements. Therefore, there is 

the need for domain-specific adaptations of ALTAI with context-specific questions.  

3. ALTAI considers as “AI system” the software and does not treat it as a socio-tech-

nical system, potentially leading to disregard of unforeseen challenges. Moreover, 

the way artificial agents learn may not be understandable to humans, making uncer-

tainty and unpredictability present to a higher degree than in traditional systems. 

4. No alternative response is accurate for some questions. Some responses should have 

been “not applicable”, “not yet”, or “to some extent” instead of the options “yes / 

no / don’t know”. Given the limitation (1), options such as “not yet” would indicate 

that something has not been implemented yet, but it has been planned. Given the 

limitation (2), ALTAI in each current form could have provided options such as 

“not applicable”. These affect the resulting assessment score and the recommenda-

tions, some of which may not be applicable. To this end, these results need further 

validation during the development activities. In order to provide different response 

options, ALTAI could adopt a Likert-scale approach.  

5. While ALTAI covers the seven key requirements of TAI, the current structure hin-

ders its applicability. Several sections of ALTAI are unbalanced, since some of 

them cover large parts of the assessment list, while there are overlapping and re-

dundant questions. ALTAI could be reorganized to support readability.  

6. In the long-term, the tool could be enhanced with generative AI, e.g. generating 

stories about a hypothetical market introduction of the AI system with a shortcom-

ing or good rating resulting in story part to explain it. E.g., a shortcoming in "privacy 

and data governance" could lead to a story part where personal data is misused.  
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